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**RESUMEN**

El Sistema de Recomendación de ONGs con IA es una solución integral que facilita la conexión entre personas que necesitan ayuda y las organizaciones no gubernamentales apropiadas. El sistema procesa documentos Word con información de ONGs mediante técnicas de procesamiento de lenguaje natural, extrayendo y estructurando datos clave como misión, servicios, población beneficiaria y contacto.

Utilizando el modelo de embeddings *distiluse-base-multilingual-cased-v2*, el sistema genera representaciones vectoriales semánticas que permiten búsquedas inteligentes en lenguaje natural. La arquitectura incluye fine-tuning específico del dominio que mejora la precisión en un 25% comparado con modelos base, alcanzando una coherencia de categorías de 2.53.

El sistema implementa análisis avanzados como clustering automático para identificar grupos naturales de ONGs similares, detección automática de categorías basada en contenido, y enriquecimiento de texto con vocabulario especializado del dominio social. Incluye capacidades de exportación a múltiples formatos (CSV, Excel, JSON) y genera visualizaciones comprehensivas del espacio de embeddings, distribución de categorías y métricas de similitud entre organizaciones.

El sistema procesa consultas como "ayuda para niños con autismo" y retorna las ONGs más relevantes con 77.2% de precisión, incluyendo información de contacto y servicios. Esta solución tecnológica democratiza el acceso a ayuda social, beneficiando tanto a usuarios vulnerables como a las organizaciones que los apoyan.

**Palabras Clave**: (palabra de sesion) – ONG – IA – CONSULTA – SISTEMA

(Entre tres y cinco palabras clave, en MAYÚSCULA. La primera palabra clave debe coincidir con el nombre de la Sesión a la cual se postula el póster).

**ABSTRACT**

**Un Sistema de Recomendación de ONGs Impulsado por IA para Asistencia Social**

Este proyecto presenta un sistema inteligente que conecta a personas que buscan ayuda con organizaciones no gubernamentales (ONGs) apropiadas mediante procesamiento de lenguaje natural y aprendizaje automático. El sistema extrae datos estructurados de documentos Word que contienen información de ONGs, generando embeddings semánticos utilizando el modelo *distiluse-base-multilingual-cased-v2* para comprensión del idioma español.

Las innovaciones clave incluyen fine-tuning específico del dominio que alcanza una puntuación de coherencia de categorías de 2.53, y capacidades de búsqueda conversacional en lenguaje natural. El sistema procesa consultas en lenguaje natural y retorna ONGs relevantes con 77.2% de precisión.

La arquitectura técnica comprende tres módulos: preprocesamiento de datos para extracción de documentos, generación de embeddings semánticos con búsqueda por similitud de coseno, y análisis avanzado de clustering. La implementación utiliza Python con Sentence-Transformers y capacidades de exportación a múltiples formatos.

Esta solución aborda la brecha crítica entre poblaciones vulnerables y organizaciones de apoyo, demostrando cómo la IA puede mejorar la accesibilidad a servicios sociales. La capacidad del sistema para entender contexto y procesar consultas complejas lo convierte en una herramienta valiosa para trabajadores sociales, ONGs e individuos que buscan asistencia.
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